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Abstract. Knowledge of parallel and distributed computing is impor-
tant for students needing to address big data problems for jobs in ei-
ther industry or academia; however, many college campuses do not offer
courses in these areas due to curriculum limitations, insufficient faculty
expertise, and instructional computing resources. Massively Open On-
line Courses (MOOCs) provide an opportunity to scale learning envi-
ronments and help institutions advanced curriculum. In this paper, we
discuss a Cloud Computing course offered at Indiana University and use
it as a model for improving curriculum at institutions, which otherwise
wouldn’t be exposed to parallel and distributed computing.

Online Education, Cloud Computing, Parallel and Distributed Computing.

1 Introduction

Parallel and distributed computing is becoming ever more important with the
exponential growth of data production in areas, such as the web and Internet
of Things. Furthermore, modern computers are equipped with multiple proces-
sors enabling the need for them to be utilized efficiently. On the other hand,
clouds are becoming the standard computing platform for executing both ap-
plications and data analytics. With these trends, it becomes increasingly im-
portant for the next generation of software engineers and researchers to be fa-
miliar with distributed and cloud computing paradigms and how they can be
applied in practice, specifically in a parallel fashion. Unlike academia, where one
focuses on fundamental computer science problems, cloud computing involves
many technologies and software tools widely used by industry and academia
for real-world applications, which are now part of everyday life for billions of
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people. These include Internet-scale web search, e-mail, online commerce, social
networks, geo-location and map services, photo sharing, automated natural lan-
guage translation, document preparation and collaboration, media distribution,
teleconferencing and online gaming. However, the underlying fundamentals of
these techniques are from different computer science disciplines. including dis-
tributed and parallel computing, databases and computer systems architecture.
A well-rounded course in cloud computing should cover each of these areas and
explain them in the context of cloud computing. To gain practical experience
on cloud computing, a student has to master many technologies based on these
principles.

In order to facilitate such a learning environment, Indiana University (IU) de-
veloped an online cloud computing course 5; this course has been taught by
different faculty for several years for residential students and online students.
The course is offered by the graduate program in computer science and data
science. Students in the Intelligent System Engineering and Library Science pro-
gram are also given the opportunity to take the course. The online population
of students is geographically located worldwide from London, France, Germany,
India to Indianapolis. Most of the students are professionals who take online
classes to either update their knowledge and skills or earn a degree.

A primary goal of the course is to maintain the same level of standard as the
residential course for the online course. Since this is a programming intensive
systems course, it is especially challenging due to limitations on the face to face
interactions with online students, such as diverse technical background of stu-
dents required by the course to be successful. The students are expected to have
general programming experience with Linux and proficiency in Java (2-3 years)
programming language and scripting. A background in parallel and cluster com-
puting is considered a plus but not required. The statistics present in this paper
are related to the latest version of the online course, which had the largest at-
tendance with approximately 160 students, where 100 were residential with the
remaining being online students. The popularity of the cloud computing is based
from major Internet companies, such as Amazon, Microsoft, Google, IBM, Face-
book and Twitter. These companies provide infrastructure, tools or applications
in clouds. business, government, academia, and individuals use public or private
cloud-based solutions for storage and applications. The course has been used
as a model by other institutions to introduce cloud computing to their respec-
tive students. This is facilitated by the availability of online course materials.
It provides a unique opportunity for collaboration between Elizabeth City State
University (ECSU) and Indiana University in remote sensing using cloud com-
puting to involve faculty and students from minority serving institutions (MSI)
by exploiting enhancements using cloud computing technologies. Computational
and data sciences are important areas, which have the capability to host both
parallel computations (using MPI and Hadoop) and learning resources (online

5 http://cloudmooc.appspot.com/preview
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MOOC) allowing for an attractive focus for universities without a major research
history to participate on an equal footing with research intense universities.

The rest of paper is organized with section II curriculum development and course
organization, followed in section III course scaling and techniques, in section
IV evaluations of the course outcome and knowledge growth for students, and
section V ADMI Cloud for scaling the model to MSI institutions. Finally, in
section VI we summarize the challenges, impact and future work in modernizing
curriculum and workforce development.

2 Curriculum Development and Course Organization

The course is aimed at teaching the basic principles of parallel and distributed
computing by exploring applications related to cloud environments. This is a
graduate level course with large emphasis on programming and expects prior
knowledge of programming in order to be successful. The course follows the
cloud computing text book [11]. By the end of this course, students are expected
to learn key concepts in cloud computing and have hands-on programming to
be able to solve data analysis problems on their own. The organization of the
course is shown in Fig. 1.

Fig. 1. Model for the MOOC Course Content and Delivery using Cloud

2.1 Course Content

The course uses the Google Course builder as the content hosting platform.
Google Course builder provides a way to host course content. Its source code
is distributed under the Apache License version 2 and is free to modify and
redistribute. An individual instructor can develop a course with the features,
and since course builder is open source, an instructor can modify the source
code to create a more personalized version. The final completed course should
be deployed in Google infrastructure using the Google App Engine.
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The course content is composed of lecture videos hosted in YouTube. A text
version of the content is also possible. The course has been structured as a set
of units. Each unit contains a set of lessons with lessons as videos followed by
an activity. The instructor creates an activity as a javascript file. The activity
contains either multiple-choice questions or text based answer questions with
specific answers. Between units there can be course assessments. These assess-
ments can be quizzes, midterm exam and final exam. They also have the same
format as activities followed by lessons and features multiple-choice questions
and simple text based answer questions. The activities and assessments can be
graded and the scores are displayed in the student profile.

The course consists of six units starting with cloud computing fundamentals [11]:

• Chapter 1: Enabling Technologies and Distributed System Models
• Chapter 3: Virtual Machines and Virtualization of Clusters and Datacenters
• Chapter 4: Cloud Platform Architecture over Virtualized Datacenters
• Chapter 6: Cloud Programming and Software Environments
• Chapter 9: Ubiquitous Clouds and The Internet of Things

The course also incorporates five units of state-of-the-practice and hands-on
projects. They are organized as infrastructure as a service (IaaS), Platform as
a service (PaaS), Software as a service (Saas), cloud data storage, data analysis
and machine learning (ML) applications.

• How to Start VMs (IaaS)
• How to Run MapReduce (PaaS)
• How to Run Iterative MapReduce (PaaS)
• How to Store Data (NoSQL)
• How to Build a Search Engine (SaaS)

Each unit consists of multiple lectures with videos. There are a total of 76 lecture
videos were recorded by the instructor with the help of a professional staff for
video recording and editing. It took a lot of effort and time to get the videos
properly recorded in the first time of offering the course. After the initial videos
were finalized it was relatively easy to add more content or update the videos
for later offerings of the course.

2.2 Projects

The course was offered with a comprehensive set of eight cloud application
projects, which are interlinked. The overall goal is to build a web search engine.
Students can use various tools to build the system one component at a time us-
ing cloud based data analytic platforms. The first six projects use Hadoop [15],
HDFS [13] and HBase [9] as data processing technologies. The dataset used by
the projects were ClueWeb09 [6] available for educational purposes. We only
used a moderate datasize from the original because of the resource constraints.
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The projects are packaged into a virtual machine and a student can download it
to execute projects on his or her machine or on a cloud provider, if they chose.
The course expects students to execute projects on their own local machines at
the start and migrate to production distributed environments. Each project is
accompanied by a video, which explains the project in detail with steps on how
to build and execute the project.

The projects start with a small activity, which involves configuring and running
a simple Hadoop program. The first building block of the search engine expects
students to write a pagerank [12] algorithm in Hadoop to measure the importance
of web pages. Next, HBase, a distributed storage, is introduced in order for the
students to create an inverted index from word to page to facilitate the search.
The next step is to combine the results from pagerank and use the inverted index
to do actual searches.

Apart from the search engine projects, students are expected to implement two
more applications - a graph algorithm as well as a standard machine learning
algorithm using Harp [16], machine learning platform developed at Indiana Uni-
versity. These two projects are related to advanced topics and aimed at teaching
students about complex data analytics and how to use parallel processing to
speed up a sequential algorithm.

It is a steep learning curve for students to program in a distributed environ-
ment. To make it easier to understand, we introduce Single Program Multiple
Data (SPMD) as the basic parallel programming paradigm and show detailed
steps including data partitioning, execution and communication. For the latter,
we further introduce 4 parallel computation models (Locking, Rotation, Allre-
duce, Asynchronous) for ML based on their synchronization mechanisms and
communication patterns. Since each application may have multiple solutions, we
recommend students to follow the process and identify a proper parallel pattern
for the implementation, and then select a framework such as Harp[2], Spark[3]
and Flink[1] to program. Clearly, instructions that separate mechanism from
implementation enable in-depth discussions and clarifications over a spectrum
of problems and solutions. Students are also encouraged to compare and explain
the differences between the choices, either use performance benchmark or discuss
their usability. A standard scaling test is based on measuring the execution time
and speedup of an application. Initially the algorithms are tested on a single VM
and student can use the cloud environment to scale them to multiple nodes. Stu-
dents are required to draw performance charts, analyze the results and explain
possible reasons that lead to non optimal outcomes in their project reports.

2.3 Assignments & Exams

Assignments are mainly focused on testing basic knowledge about subject mat-
ter. Most questions are selected from the text book. Reading assignments were
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given weekly or bi-weekly. Five quizzes, a midterm and a final were given in
class.

2.4 Student Evaluations

Students are evaluated based on their performance to meet the learning ob-
jectives for the class. This include evaluations of eight programming projects,
written assignments, and two exams. The exams are focused on core concepts
of cloud computing and related underlying principles. For online students, the
exams are conducted using Canvas platform and the Adobe connect video con-
ferencing. The projects were graded based on completeness of programming,
correctness of results, clarity of analysis in the report, and effectiveness of opti-
mization. Feedback is given to individual student in the grade book and common
issues are discussed with students in the lab sessions.

3 Course Scaling and Techniques

3.1 Audience and Diverse Background

The course was targeted towards a wide audience from different backgrounds. As
shown in Fig. 2, we found that the student distribution ranged from Informatics,
Computer Science, Data Science, Engineering, Information and Library Science,
to Industry with diverse knowledge and background about the subject matter
and in general of the field.

Fig. 2. Departments where the course is cross-listed among five different programs:
Informatics, Computer Science, Data Science, Intelligent Systems Engineering, Infor-
mation and Library Science
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Fig. 3. Student’s Level: 81% students in their first year, 19% students in their second
year

In the beginning of the class, we provided to understand students’ background
and expectations. The course is offered to five different programs and therefore
collecting survey data is necessary to estimate students’ level and preparation
for the class. Figures 2, 3, and 4 show course needs to explore several Hadoop-
oriented technologies in dealing with big data on cloud computing. Although
prior knowledge of the field is desirable, most students expressed lack of experi-
ences on these new technologies since they are in the first year of their graduate
study. We also observed students eagerness to learn on a wide range of topics
about parallel computing, with particular software, such as Apache Hive, Spark,
Pig and Lucene being of interest.

Fig. 4. Students’ Interests about the course in Cloud Word View

3.2 Forums

Since the course is offered to a large number of online and residential students
from different time zones and different professions, providing interactive support
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of course materials, especially about hands-on projects with code implementa-
tions is one of the challenging tasks for instructors.

We experimented with several options for class forums, which is a vital part
of the course. Because the large class size, an instructor is not always possible
to solve problems encountered by an individual student in person. In previous
years, the course used Google Forums6, Indiana University internal forums, and
Piazza7 forums, and we concluded Piazza to be the best option.

The web-based tool, Piazza, is mainly used for communication between instruc-
tors and students. Our statistics show 84% of questions received responses within
61 minutes, in average. Fig. 5 shows an overall activities on Piazza in enabling
online collaboration of the class.

3.3 Hands-on Labs

The course is organized with biweekly projects to encourage active developments
in source code writing and connect between the textbook and latest technologies.
The fundamental pedagogy underlying these hands-on projects is to embrace new
experiences in learning both theory and practice with minimal barriers, for exam-
ple, learning a new programming language or preparing computing environments
with recent software tools, which takes effort and time to achieve. Fig. 7 gives
an indication of students’ programming ability associated with project develop-
ments of the class. Many students have at least 1 or 2 years language experiences
among Java, C#, C++, C and Python, which are abundant to start basic code
developments in most assignments.

One of the challenging activities in teaching from previous classes is building
a controlled experimental environment over different computing platforms. We
built a virtual machine (VM) image to avoid hassles and the choice of computing
environments given to students based on their confidence level. The VM image
is able to run on a student’s desktop via VirtualBox. The transition from using a
desktop to run jobs on the cloud environment is a steep learning curve. The labs
provide students with step-by-step instructions on how to install and configure a
Hadoop cluster on OpenStack Kilo on FutureSystems, cloud computing resources
at Indiana University. Their applications can execute on production clusters
for projects, such as Hadoop PageRank, BLAST, WordCount, and Harp Mini
Batch K-means. The labs were designed and organized to guide students from
basics of cloud computing to configuring and running parallel applications in
such environments. Each lab is accompanied by detailed text explanations and
a video describing the relevant material.

6 https://groups.google.com
7 https://piazza.com/




