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Cloud Computing 
• What’s Cloud? 

 Defining this is not worth the time 

 Ever heard of The Blind Men and The Elephant?  

 If you still need one, see NIST definition next slide 

 The idea is to consume X as-a-service, where X can be 

 Computing, storage, analytics, etc. 

 X can come from 3 categories 

 Infrastructure-as-a-S, Platform-as-a-Service, Software-as-a-Service  
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My washer  

My bleach 

I wash  

Rent a washer or two or three  

My bleach 

I wash  

I tell,  

  comforter  dry clean 

  shirts  regular clean 

Put my clothes in and 

they magically appear 

clean the next day 

Classic 

Computing 
Cloud 

Computing 

IaaS PaaS SaaS 



The Three Categories 
• Software-as-a-Service 

 Provides web-enabled software 

 Ex: Google Gmail, Docs, etc 

• Platform-as-a-Service 
 Provides scalable computing environments and 

runtimes for users to develop large computational 
and big data applications 

 Ex: Hadoop MapReduce 

• Infrastructure-as-a-Service 
 Provide virtualized computing and storage resources 

in a dynamic, on-demand fashion.  

 Ex: Amazon Elastic Compute Cloud 
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The NIST Definition of Cloud Computing? 
• “Cloud computing is a model for enabling ubiquitous, convenient, on-demand 

network access to a shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications, and services) that can be rapidly 
provisioned and released with minimal management effort or service provider 
interaction.” 
 On-demand self-service, broad network access, resource pooling, rapid elasticity, measured 

service,  

 http://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-145.pdf 

• However, formal definitions may not be very useful. We need hands on 
experience! 
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Cloud Computing 
• Why Cloud? 

 Cost-effective 

 No upfront cost – pay as you go model 

 Elastic 

 On demand scaling 

 Maintenance free 

 Experienced people maintain it for you 

 Flexible 

 Mix and match architectures 

 Secure 

 Simple Programming Models and Services 

 Not always, but built-in support for many data analytic tasks 
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I Like Clouds. What Are My Options? 
• Major Cloud Providers 

 Amazon https://aws.amazon.com/  

 Microsoft https://azure.microsoft.com/en-us/  

 Google https://cloud.google.com/  

• Amazon vs. Microsoft vs. Google 
 http://cloudacademy.com/blog/public-cloud-war-aws-vs-azure-vs-google/  

 https://www.youtube.com/watch?v=342KEaxFVjM  

• Other Providers 
 http://cloud-computing.softwareinsider.com/  
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Grants for Educators – Amazon 
• Amazon AWS Educate https://aws.amazon.com/education/awseducate/  

 

6/10/2016 7 

https://aws.amazon.com/education/awseducate/
https://aws.amazon.com/education/awseducate/
https://aws.amazon.com/education/awseducate/


Grants for Educators – Amazon 
• Amazon AWS Educate http://aws.amazon.com/education/awseducate/apply/  
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Grants for Educators – Amazon 
• Amazon offers credits to institutions, instructors, and students to use Amazon 

Web Services for free.  

• Can apply for up to $200 in instructor credits, $100 in student credits if you 
are a member institution. 
 Must have class website with curriculum and members for verification 

 Apply with school .edu email address 

• Applications processed in around 48 hours. 

• Given a promotion code that’s easily applied to your Amazon account. 

• We are using AWS Educate credits for this workshop! 
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Grants for Educators – Microsoft 
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Hands-on 1 

Getting Started with Amazon AWS 
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Create a new account or log-in to existing account 

Go to AWS 



6/10/2016 13 

1 2 3 

4 5 
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If all goes well, you 

should be able to see 

this page 



Hands-on 1 

Questions? 
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Amazon Web Services 
• Grew out of Amazon’s need to rapidly provision and configure machines of 

standard configurations for its own business. 

• Early 2000s – Both private and shared data centers began using 
virtualization to perform “server consolidation” 

• 2003 – Internal memo by Chris Pinkham describing an “infrastructure service 
for the world.” 

• 2006 – S3 first deployed in the spring, EC2 in the fall 

• 2008 – Elastic Block Store available. 

• 2009 – Relational Database Service 

• 2012 – DynamoDB 

• 2015 – Amazon ECS 



AWS Services 
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Get Certified! 
• https://aws.amazon.com/certification/  
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Amazon Elastic Compute Cloud (EC2) 
• Amazon EC2 is a central component of the Amazon Web Services 

• Provides virtualized computing resources on-demand. 

• Creates and manages VM instances, thereby renting computing services 
based on resource requests 

• Interaction with other AWS services such as S3, EBS, etc. 

• Public Infrastructure-as-a-Service 
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Terminology 
• Instance 

  One running virtual machine. 

• Instance Type 
 hardware configuration: cores, memory, disk. 

• Instance Store Volume 
 Temporary disk associated with instance. 

• Image (AMI) 
 Stored bits which can be turned into instances. 

• Key Pair 
 Credentials used to access VM from command line. 

• Region 
 Geographic location, price, laws, network locality. 

• Availability Zone 
 Subdivision of region the is fault-independent. 
 http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-regions-availability-zones.html  
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EC2 Pricing Model 
• Free Usage Tier 

• On-Demand Instances 
 Start and stop instances whenever you like, costs are rounded up to the nearest 

hour.  (Worst price) 

• Reserved Instances 
 Pay up front for one/three years in advance. (Best price) 

 Unused instances can be sold on a secondary market. 

• Spot Instances 
 Specify the price you are willing to pay, and instances get started and stopped 

without any warning as the marked changes.  (Kind of like Condor!)  
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Free Usage Tier 
• 750 hours of EC2 running Linux, RHEL, or SLES t2.micro instance usage 

• 750 hours of EC2 running Microsoft Windows Server t2.micro instance usage 

• 750 hours of Elastic Load Balancing plus 15 GB data processing 

• 30 GB of Amazon Elastic Block Storage in any combination of General 
Purpose (SSD) or Magnetic, plus 2 million I/Os (with Magnetic) and 1 GB of 
snapshot storage 

• 15 GB of bandwidth out aggregated across all AWS services 

• 1 GB of Regional Data Transfer 

 



Surprisingly, you can’t scale up that large. 
 



Simple Storage Service (S3) 
• A bucket is a container for objects and describes location, logging, 

accounting, and access control.  A bucket can hold any number of objects, 
which are files of up to 5TB.  A bucket has a name that must be globally 
unique. 

• Fundamental operations corresponding to HTTP actions: 
 http://bucket.s3.amazonaws.com/object 

 POST a new object or update an existing object. 

 GET an existing object from a bucket. 

 DELETE an object from the bucket 

 LIST keys present in a bucket, with a filter. 

• A bucket has a flat directory structure (despite the appearance given by 
the interactive web interface.) 



Bucket Properties 
• Versioning – If enabled, POST/DELETE result in the creation of new versions 

without destroying the old. 

• Lifecycle – Delete or archive objects in a bucket a certain time after creation 
or last access or number of versions. 

• Access Policy – Control when and where objects can be accessed. 

• Access Control – Control who may access objects in this bucket. 

• Logging – Keep track of how objects are accessed. 

• Notification – Be notified when failures occur. 



S3 Weak Consistency Model 
From Amazon developer API: 

• “Updates to a single key are atomic….” 

• Amazon S3 achieves high availability by replicating data across multiple servers within 
Amazon's data centers.  

• If a PUT request is successful, your data is safely stored. 

 However, information about the changes must replicate across Amazon S3, which can take some time 



Elastic Block Store 

• An EBS volume is a virtual disk of a fixed size with a block read/write 
interface.  It can be mounted as a filesystem on a running EC2 
instance where it can be updated incrementally.  Unlike an instance 
store, an EBS volume is persistent. 

• (Compare to an S3 object, which is essentially a file that must be 
accessed in its entirety.) 

• Fundamental operations: 
 CREATE a new volume (1GB-1TB) 

 COPY a volume from an existing EBS volume or S3 object. 

 MOUNT on one instance at a time. 

 SNAPSHOT current state to an S3 object. 

 

 





Where to Find More Info? 
• The Getting Started Guide 

 http://docs.aws.amazon.com/gettingstarted/latest/awsgsg-intro/gsg-aws-intro.html  

• AWS Architecture Center 
 https://aws.amazon.com/architecture/  
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Hands-on 2 

Launching EC2 Instances 

6/10/2016 31 



Go to AWS.Amazon.com 
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Log into EC2 Dashboard 
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Launch your first EC2 instance! 
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Select an Instance Type 
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Review your Instance settings, and Launch! 
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Amazon uses SSH keypairs 
• Amazon EC2 uses SSH keypairs 

to control access to VMs 

• Consists of public key (known) 
and private key (secret) 

• You select which public key to 
use, and log in with your private 
key. 

• Can use many different keypairs 
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Booting your Instance… 
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Instance is running! 
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Login via SSH to your Instance 
# ssh –I ~/.ssh/ajyounge-ec2-1.pem ubuntu@52.34.28.133 
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Manage Instance State 
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Manage Instance Settings 
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Manage Instance Networking 
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Terminate your Instance 
• Make sure to terminate all your 

instances when you are finished 

• Remember: You pay by the hour 

• Even small instances can rack up 
large bills if left running! 

• NOTE: You will lose all data when 
you terminate an instance.  
 Backup data to EBS, S3, or personal 

workstation. 

 Create an image snapshot to save current 
file system state. 
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Hands-on 2 

Questions? 
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MapReduce 
• What Happened in ~2004 

 Google wanted to process web data – a whole lot of web data 

 Also, do it in a scale-out fashion over commodity hardware 

 With fault-tolerance too 

 They developed MapReduce 

 MapReduce: simplified data processing on large clusters  

   (http://dl.acm.org/citation.cfm?id=1251264) 
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What’s MapReduce 
• The Concept Isn’t New 

 A list of values mapped into another list of values, which gets reduced into a single value 

 Apply a function – map() – to individual data items 

 Collect results with a reduction function – reduce() 

 Dates back to Lambda calculus 

• Google’s Implementation 
 A list of  <key, value>  pairs mapped into another list of <key, value>  pairs, which gets 

grouped by the key and reduced into a list of values 

 Distributed and horizontally scalable 

 Fault tolerant 

 Easy to program 
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A Few Examples 
• What’s the Length 

 

 

 

 

• Counting Words 
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324 
1444 

3364 

6084 

8100 

13924 

19044 

Length 

Length = (add (sqrt (324, 1444, 3364, 6084, 8100, 13924, 19044))            538 

map reduce 

“Mary had a little lamb, 

His fleece was white as snow, 

And everywhere that Mary went, 

The lamb was sure to go” 

{(Mary, 2), (had, 1), (a, 1), (little, 1), (lamb, 2), 

(His, 1), (fleece, 1),  (was, 2), (white, 1), (as, 1), 

(snow, 1), (And, 1), (everywhere, 1), (that, 1), 

(went, 1), (The, 1), (sure, 1), (to, 1), (go, 1) } 



Why Is It Easy? 
• Think in Map and Reduce 

 Simplified abstraction – somewhat resembles Legos with just two type of blocks 

• Hides Intricacies of Parallel Programming 
 Communication, data distribution, fault-tolerance, etc. 

• Many Applications Fall into MapReduce Model and Its Extensions 
 Distributed Grep 

 Calculating Statistics 

 Page Rank 

 K-Means 

 Multidimensional Scaling   

 See 

 http://web.cs.wpi.edu/~cs4513/d08/OtherStuff/MapReduce-TeamC.ppt 

 Many other applications, if you Google  
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Apache Hadoop (It’s Free !!) 
• The Open Source MapReduce Implementation 

• Scalable 

 Almost linear scaling with cores and disks 

 Can handle thousands of nodes across multiple racks 

 Can handle large loads without crashing! 

• Reliable 

 All the data blocks are replicated 

 Data recoverability 

 Nodes can join or leave cluster any time 

• Fault Tolerance 

 Re-execution of failed tasks 

 Retry data transmissions 

 Can tolerate Hardware failures 

• Simple 

 Simple storage and programming model 
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Apache Hadoop 
• Distributed Storage (HDFS) 

 Not LUSTRE or a SAN.. 

 Can’t do random reads/writes 

 But cheap, reliable and scalable 

 Parallel storage 

 Very large aggregate bandwidth 

• Processing  

 Not MPI 

 Can’t do inter process communication or collective operations 

 But highly scalable, easy to program and runs on commodity hardware 

 Fault tolerant, dynamic scheduling 

• Querying and Table storage 

 Not Netezza or Teradata 

 Do not support full SQL, full indexing and has high latency 

 But highly scalable, cheap and fast for very large data sets 
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Why Hadoop? 
• Not the best in any of them (may be in cheap storage), but good at all of those. Taken 

altogether makes it very attractive. 
 Not the fastest, but scalable 

 Easy to code 

 Cheap to scale 

 Runs on commodity hardware 

 Can handle very very large data and computations 

 Battle tested in thousands of clusters 

• Large open source echo system 
 Many projects add functionalities on top of HDFS and Hadoop 

 Large community of developers and users 

 
 

 
 

 

 



Hadoop Usage 
• Yahoo!, Facebook, Netflix, Amazon, Twitter, LinkedIN, Link Analytics 

• Support by Cloudera, Hortonworks, Intel, IBM, MapR, etc. 

• Processing petabytes of data daily 

• Yahoo Hadoop cluster is 40,000 nodes 

• Facebook is storing more than 100PB in their Hadoop cluster 

• Hosted Hadoop as a service by Amazon EMR, Microsoft Azure, Google.. 

 



Hadoop is Not! 
• Hadoop is a very big Hammer! 

 Not for small data / jobs 

 Not to store ton of small files 

 Real-time or interactive results 

 For hard to parallelize problems 



Apache Big Data Stack 
• More Than Hadoop 

• Over 350 Open Source Software Packages 
 As of January 2016 

• Popular Projects 
 Apache Hadoop 

 Apache Storm 

 Apache Spark 

 Apache Flink 
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Kaleidoscope of (Apache) Big Data Stack (ABDS) and HPC Technologies  

Cross-Cutting 

Functions 
17) Workflow-Orchestration: ODE, ActiveBPEL, Airavata, Pegasus, Kepler, Swift, Taverna, Triana, Trident, BioKepler, Galaxy, IPython, Dryad, Naiad, Oozie, Tez, Google 

FlumeJava, Crunch, Cascading, Scalding, e-Science Central, Azure Data Factory, Google Cloud Dataflow, NiFi (NSA), Jitterbit, Talend, Pentaho, Apatar, Docker Compose, 

KeystoneML 

1) Message and 

Data Protocols: 

Avro, Thrift, 

Protobuf 

16) Application and Analytics: Mahout , MLlib , MLbase, DataFu, R, pbdR, Bioconductor, ImageJ, OpenCV, Scalapack, PetSc, PLASMA MAGMA, Azure Machine 

Learning, Google Prediction API & Translation API, mlpy, scikit-learn, PyBrain, CompLearn, DAAL(Intel), Caffe, Torch, Theano, DL4j, H2O, IBM Watson, Oracle PGX, 

GraphLab, GraphX, IBM System G, GraphBuilder(Intel), TinkerPop, Parasol, Dream:Lab, Google Fusion Tables, CINET, NWB, Elasticsearch, Kibana, Logstash, Graylog, 

Splunk, Tableau, D3.js, three.js, Potree, DC.js, TensorFlow, CNTK 

2) Distributed 

Coordination: 

Google Chubby, 

Zookeeper, Giraffe, 

JGroups 

15B) Application Hosting Frameworks: Google App Engine, AppScale, Red Hat OpenShift, Heroku, Aerobatic, AWS Elastic Beanstalk, Azure, Cloud Foundry, Pivotal, IBM 

BlueMix, Ninefold, Jelastic, Stackato, appfog, CloudBees, Engine Yard, CloudControl, dotCloud, Dokku, OSGi, HUBzero, OODT, Agave, Atmosphere 

15A) High level Programming: Kite, Hive, HCatalog, Tajo, Shark, Phoenix, Impala, MRQL, SAP HANA, HadoopDB, PolyBase, Pivotal HD/Hawq, Presto, Google Dremel, 

Google BigQuery, Amazon Redshift, Drill, Kyoto Cabinet, Pig, Sawzall, Google Cloud DataFlow, Summingbird 

3) Security & 

Privacy: 

InCommon, 

Eduroam, 

OpenStack, 

Keystone, LDAP, 

Sentry, Sqrrl, 

OpenID, SAML 

OAuth 

14B) Streams: Storm, S4, Samza, Granules, Neptune, Google MillWheel, Amazon Kinesis, LinkedIn, Twitter Heron, Databus, Facebook Puma/Ptail/Scribe/ODS, Azure 

Stream Analytics, Floe, Spark Streaming, Flink Streaming, DataTurbine 

14A) Basic Programming model and runtime, SPMD, MapReduce: Hadoop, Spark, Twister, MR-MPI, Stratosphere (Apache Flink), Reef, Disco, Hama, Giraph, Pregel, 

Pegasus, Ligra, GraphChi, Galois, Medusa-GPU, MapGraph, Totem 

13) Inter process communication Collectives, point-to-point, publish-subscribe: MPI, HPX-5, Argo BEAST HPX-5 BEAST PULSAR, Harp, Netty, ZeroMQ, ActiveMQ, 

RabbitMQ, NaradaBrokering, QPid, Kafka, Kestrel, JMS, AMQP, Stomp, MQTT, Marionette Collective,  Public Cloud: Amazon SNS, Lambda, Google Pub Sub, Azure 

Queues, Event Hubs 

12) In-memory databases/caches: Gora (general object from NoSQL), Memcached, Redis, LMDB (key value), Hazelcast, Ehcache, Infinispan, VoltDB, H-Store 

12) Object-relational mapping: Hibernate, OpenJPA, EclipseLink, DataNucleus, ODBC/JDBC  

12) Extraction Tools: UIMA, Tika 

4) Monitoring: 

Ambari, Ganglia, 

Nagios, Inca 

11C) SQL(NewSQL): Oracle, DB2, SQL Server, SQLite, MySQL, PostgreSQL, CUBRID, Galera Cluster, SciDB, Rasdaman, Apache Derby, Pivotal Greenplum, Google 

Cloud SQL, Azure SQL, Amazon RDS, Google F1, IBM dashDB, N1QL, BlinkDB, Spark SQL 

21 layers 
Over 350 Software 

Packages 
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11B) NoSQL: Lucene, Solr, Solandra, Voldemort, Riak, ZHT, Berkeley DB, Kyoto/Tokyo Cabinet, Tycoon, Tyrant, MongoDB, Espresso, CouchDB, Couchbase, IBM 

Cloudant, Pivotal Gemfire, HBase, Google Bigtable, LevelDB, Megastore and Spanner, Accumulo, Cassandra, RYA, Sqrrl, Neo4J, graphdb, Yarcdata, AllegroGraph, 

Blazegraph, Facebook Tao, Titan:db, Jena, Sesame 

Public Cloud: Azure Table, Amazon Dynamo, Google DataStore 

11A) File management: iRODS, NetCDF, CDF, HDF, OPeNDAP, FITS, RCFile, ORC, Parquet 

10) Data Transport: BitTorrent, HTTP, FTP, SSH, Globus Online (GridFTP), Flume, Sqoop, Pivotal GPLOAD/GPFDIST 

9) Cluster Resource Management: Mesos, Yarn, Helix, Llama, Google Omega, Facebook Corona, Celery, HTCondor, SGE, OpenPBS, Moab, Slurm, Torque, Globus Tools, 

Pilot Jobs 

8) File systems: HDFS, Swift, Haystack, f4, Cinder, Ceph, FUSE, Gluster, Lustre, GPFS, GFFS 

Public Cloud: Amazon S3, Azure Blob, Google Cloud Storage 

7) Interoperability: Libvirt, Libcloud, JClouds, TOSCA, OCCI, CDMI, Whirr, Saga, Genesis 

6) DevOps: Docker (Machine, Swarm), Puppet, Chef, Ansible, SaltStack, Boto, Cobbler, Xcat, Razor, CloudMesh, Juju, Foreman, OpenStack Heat, Sahara, Rocks, Cisco 

Intelligent Automation for Cloud, Ubuntu MaaS, Facebook Tupperware, AWS OpsWorks, OpenStack Ironic, Google Kubernetes, Buildstep, Gitreceive, OpenTOSCA, Winery, 

CloudML, Blueprints, Terraform, DevOpSlang, Any2Api 

5) IaaS Management from HPC to hypervisors: Xen, KVM, QEMU, Hyper-V, VirtualBox, OpenVZ, LXC, Linux-Vserver, OpenStack, OpenNebula, Eucalyptus, Nimbus, 

CloudStack, CoreOS, rkt, VMware ESXi, vSphere and vCloud, Amazon, Azure, Google and other public Clouds  

Networking: Google Cloud DNS, Amazon Route 53 

Hadoop 

 Storm 



Tools of the Trade 
• Programming Languages 

 Java is the dominant one in Big Data space 

 Python, C/C++ to follow 

• Integrated Development Environments 
 Eclipse https://eclipse.org/downloads/  

 IntelliJIDEA https://www.jetbrains.com/idea/  (personal preference) 

 Good news! The commercial version is free for students and educators  

 Both these are pretty powerful – comparing one vs the other is like Mercedes vs BMW 

• Other Tools 
 Version controlling systems – Git/GitHub is currently preferred by many, so is SVN  

 Build tools – Apache Maven, Apache ANT, and  

 Testing (JUnit), Continuous Integration (CI) – Travis  
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When I am Stuck 
• Google  

 This has become an art in its own right 

• Stack Overflow  
 Works best if you know what you are trying to solve like a specific exception 

• Quora 
 Trending place to ask general questions – “I am 20 I need to be a millionaire by 25. How to?” 

• Learning  
 Linux – Software Carpentry http://software-carpentry.org/ is good 

 Java – Tutorialspoint http://www.tutorialspoint.com/java/  

 Online courses – so many available – look in Coursera, Lynda, etc. YouTube too! 
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Hands-on 3 

Getting Started with Apache Hadoop 

Refer to 
http://admicloud.github.io/www/SetUpHadoop.html  
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Programming with MapReduce 
• Word Count 

 Count the occurrence of words in a set of text files 

 The de-factor “Hello, World” application of cloud computing 

• K-Means 
 Given N points, group them into K clusters 

 A commonly used machine learning algorithm 

• Page Rank 
 Given an adjacency matrix representing Web pages and their target pages, compute a rank 

for each page 

 The rank indicates the probability of someone visiting a given page, i.e. higher the rank the 
higher the chances it being visited by a user 

 The foundation of Google’s search algorithm 
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Word Count 
• Input 

 “Mary had a little lamb, 
His fleece was white as snow, 
And everywhere that Mary went, 
The lamb was sure to go” 

• Output 
 {(Mary, 2), (had, 1), (a, 1), (little, 1), (lamb, 2), (His, 1), (fleece, 1),  (was, 2), (white, 1), (as, 1), 

(snow, 1), (And, 1), (everywhere, 1), (that, 1), (went, 1), (The, 1), (sure, 1), (to, 1), (go, 1) } 
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Serial Implementation 
• Create a hash table (HT) 

• While more lines to read 
 Read line 

 Split into words 

 For each word 
 If HT has word increment its count 

 Else add word to HT with count=1 

• Output HT 
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BufferedReader br = new BufferedReader(new FileReader(wordFile)); 

Hashtable<String, Integer> wordToCountTable = new Hashtable<>(); 

Pattern pat = Pattern.compile(" "); 

String line; 

String [] splits; 

while ((line = br.readLine()) != null){ 

    splits = pat.split(line); 

    for (String s:splits){ 

        if (wordToCountTable.containsKey(s)) { 

            wordToCountTable.put(s, wordToCountTable.get(s)+1); 

            continue; 

        } 

        wordToCountTable.put(s, 1); 

    } 

} 

 

Enumeration<String> words = wordToCountTable.keys(); 

String key; 

while(words.hasMoreElements()){ 

    key = words.nextElement(); 

    System.out.println(key + " " + wordToCountTable.get(key)); 

} 



Hadoop (MapReduce) Implementation 
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Hands-on 4 

Word Count with Apache Hadoop 

Refer to 
http://admicloud.github.io/www/wordcount.html  
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K-Means 
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Page Rank 
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0 

1 2 

2 1 

3 0 1 

<k1, 0> 

<k2, 1 2> 

<k3, 2 1> 

<k4, 3 0 1> 

<0, Initial Rank (IR) > 

<1, IR#2> 

<2, IR#1> 

<3, IR#0#1> 

M R 

M R 

M R 

<sourceURL, 

Rank#targetURL#...> 

<targetURL, 

sourceToTargetProbability > 

 

Also, 

<sourceURL, targetURL#...> 

<sourceURL, 

Rank#targetURL#...> 
<sourceURL, Rank> 

<sourceURL, Rank> 

Output total rank sum 

Create Graph 

Same <key, value> signature, why? 

Cleanup 

Page Rank 



Hands-on 5 

K-Means with Apache Hadoop 

Refer to 
http://admicloud.github.io/www/kmeans.html  
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Stream Processing 
• Data, Information, Knowledge, Wisdom 
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Data pipeline 

Message Brokers 

RabbitMQ, Kafka 

Sending 

to  

pub-sub 

Sending to  

Persisting  

to storage 

Streaming  

workflow 

A stream 

application with 

some tasks 

running in parallel 

Multiple  

streaming  

workflows 

Streaming Workflows 

Apache Storm 



Apache Storm 
• Storm is the Hadoop for distributed stream processing? 

• Storm is Stream Partitioning + Fault Tolerance + Parallel Execution 

Programming Model Architecture 

Topology 

Java, Ruby, Python, Javascript, Perl, and PHP 



Storm Application 

User Graph 

Execution Graph 

User graph is converted to an execution graph 



DSPF Architecture 

Execution graph 

User graph 



Apache Storm 
• Data Mobility 

 Pull based, No blocking operations, ZeroMQ and Netty Based communication 

• Fault Tolerance 
 Rollback Recovery with Upstream backup 

 The messages are saved in out queue of Spout until acknowledged 

• Stream Partition 
 User defined, based on the grouping 

• Storm Query Model 
 Trident, A Java library providing high level abstraction 

 



Execution Graph Distribution in the Cluster 

W 

Worker 

Node-1 

S 

Worker 

W 

W 

Worker 

Node-2 

S 

Worker 

G 

Two node cluster each running two workers. The tasks of 

the Topology is assigned to the workers 



Word Count 
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Sentence Generation Split Words Count Words 

Shuffle Grouping Key Grouping 

User Topology 



Word Count 
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Sentence Generation Split Words Count Words 

Shuffle Grouping Key Grouping 

Execution Graph 



Hands-on 6 

Streaming Word Count with Apache Storm 

Refer to  

http://admicloud.github.io/www/storm.html  
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Assignment: Distributed Grep with Hadoop 
• Just Like Word Count 

 Except now match a given pattern 

 Output 1 only if the current word matches the pattern  
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